
IEEE TRANSACTIONS ON INDUSTRIAL ELECTRONICS, VOL. 67, NO. 9, SEPTEMBER 2020 7879

Optimized Formation Control Using Simplified
Reinforcement Learning for a Class of

Multiagent Systems With Unknown Dynamics
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Abstract—The article proposes an optimized leader-
follower formation control using a simplified reinforcement
learning (RL) of identifier–critic–actor architecture for a
class of nonlinear multiagent systems. In general, optimal
control is expected to be obtained by solving Hamilton–
Jacobi–Bellman (HJB) equation, but the equation associ-
ated with a nonlinear system is difficult to solve by an-
alytical method. Although the difficulty can be effectively
overcome by the RL strategy, the existing RL algorithms
are very complex because their updating laws are obtained
by carrying out gradient descent algorithm to square of the
approximated HJB equation (Bellman residual error). For
a multiagent system, due to the state coupling problem,
these methods will become difficult implementation. In the
proposed optimized scheme, the RL updating laws are de-
rived from negative gradient of a simple positive function,
which is the equivalence to HJB equation; therefore, the
control algorithm is significantly simple. Furthermore, in
order to solve the problem of unknown system dynamics,
an adaptive identifier is integrated into the control. Finally,
the theory and simulation demonstrate that the optimized
formation scheme can guarantee the desired control per-
formance.

Index Terms—Identifier–critic–actor architecture, Lya-
pounov function, neural networks (NNs), optimized forma-
tion control, simplified reinforcement learning (RL).
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I. INTRODUCTION

O PTIMAL control refers to realize control objective by
minimizing the performance index, which balances both

performance and resource. Since energy saving and environ-
mental protection have become the topic of times developing, it
is very necessary to consider optimization as a basic principle
in modern control design. As we all know, optimal control is
expected to be derived from solving Hamilton–Jacobi–Bellman
(HJB) equation. However, analytical solution of the equation is
obtained difficultly due to its strong nonlinearity and intractabil-
ity. For overcoming the difficulty, reinforcement learning (RL)
[1] can be considered as an effective way. In general, RL is
performed by the critic–actor architecture, where critic evaluates
control performance and returns the evaluation to actor, and the
actor executes the control behavior. However, one of the disad-
vantages for most RL algorithms is that the complete dynamic
knowledge is required [2]. In fact, the practical applications often
desire that the control is able to deal with uncertain or unknown
dynamic systems.

Since neural networks (NNs) and fuzzy logic systems (FLSs)
were proven to have the excellent approximating and learning
abilities, they are widely applied to the nonlinear control for
solving the problem of unknown or uncertain dynamics, such
as backstepping control, observer control, and dead-zone con-
trol [3]–[5]. Based on NNs or FLSs, many adaptive RL methods
for optimizing control are reported in the literature [6]–[11]. Wen
et al. [6] propose a new control technique named optimized back-
stepping (OB) to strict feedback system by melting optimization
into backstepping. The basic design idea is that actual control
and all virtual control are designed to be the optimized solu-
tions of corresponding backstepping steps, such that the whole
control can be optimized. But it requires complete knowledge
of the system dynamics. In [7], the OB technique is applied to
surface vessel control. In [8]–[11], for solving unknown dynamic
problem in optimizing, the NN- or FLS-based adaptive identifier
or observer is constructed to estimate the unknown dynamic.

Multiagent systems are composed of multiple interacting
intelligent individuals, they can exceed the capability of multiple
single agents, and are meeting the development requirement
of modern industry, civilian, and military. In multiagent com-
munity, formation control is one of the most fundamental and
important research topics due to their wide applications. For-
mation control aims to steer multiple intelligent agents arriving
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prescribed constraints on their states by only using the neigh-
bors’ information. In general, formation control is designed
based on leader-follower [12], virtual structure [13], behavior-
based [14], and potential function [15] strategies, where leader-
follower has always been the most popular formation strategy
because of the simplicity and scalability.

However, due to the state coupling problem, the multiagent
control becomes much more complex and challenging than
single-system control, whether it be control design or stability
analysis. Noteworthy, several optimal formation approaches are
developed recently [16]–[19]. Liu and Geng [16] propose an
optimal formation control using finite-time strategy to the two
agent case, and ref. [17] extends the formation approach to the
multivehicle system. In [18], the optimal dynamic formation
control is addressed for mobile leader-follower networks by
maximizing a given objective function. Wen et al. [19] propose
an optimized leader-follower formation approach by using FLS-
based RL in identifier–critic–actor architecture.

Nevertheless, almost all optimal algorithms using RL are very
complex in both critic and actor training. Moreover, the assump-
tion of persistence of excitation is required. Therefore, these
optimal control approaches are difficult to be applied in practical
engineering. Motivated by the above discussion, this article pro-
poses an NN-based optimized leader-follower formation control
by using the simplified RL algorithm of identifier–critic–actor
architecture for a class of nonlinear multiagent systems. The
main contributions are listed in the following:

i) The proposed optimized approach is significantly simple
because the training laws of RL algorithms are derived
from the negative gradient of a simple positive function
rather than the square of Bellman residual error.

ii) The proposed optimized approach can remove the as-
sumption of persistence of excitation, which is required
in most RL-based optimal control methods, and therefore
it can be easily applied to the practical engineering.

iii) An identifier technique for estimating the unknown dy-
namic functions is proposed by integrating adaptive NN
approximator into optimized control design. The tech-
nique can more effectively combine with optimal control
than the existing identifier methods.

II. PRELIMINARIES

A. Algebraic Graph Theory

In this research, the multiagent communication network is
depicted by an undirected connected graph G = (V,Ψ, A),
where V = {ν1, ν2, . . . , νn} is the node set, Ψ ⊆ V × V is
the edge set, and A = [aij ] is the adjacency matrix. If there is
an information flow from node νj to node νi, then the edge
ν̄ij = (νi, νj) ∈ Ψ, node νj is called as a neighbor of node
νi, and the neighbor set is denoted by Ni = {νj |(νi, νj) ∈ Ψ}.
When ν̄ij ∈ Ψ, the corresponding adjacency element aij = 1,
and when ν̄ij /∈ Ψ, aij = 0. The graphG is said to be undirected
if only if aij = aji. An undirected graph is called as connected
if there is a path for any pair of distinct nodes, where the path is
an edge sequence in the form (νi, νi1), (νi1 , νi2), . . ., (νil , νj).

With respect to the graph G, the Laplacian matrix is L =
D −A ∈ Rn×n, where D = diag{∑n

j=1 a1j , . . . ,
∑n

j=1 anj}.

The communication matrix for agents and leader is B =
diag{b1, b2, . . . , bn}, where bi, i = 1, . . . , n, is the communi-
cation weight between agent i and leader. It is assumed that
at least one of the agents connects with leader, which implies
b1 + b2 + · · ·+ bn > 0.

Lemma 1: [20] The Laplacian matrix with respect to an
undirected connected graph is irreducible.

Lemma 2: [20] If the Laplacian matrix L is irreducible, then
L+B are a positive definite matrix.

B. Neural Networks (NNs)

NNs had been proven to have excellent approximation ability,
they can approximate a continuous function f(x) : Rn → Rm

by the following form over a compact set Ωx ⊂ Rn:

fNN (x) = WTS(x) (1)

where W ∈ Rp×m is the NN weight with neuron num-
ber p; S(x) = [s1(x), . . . , sp(x)]

T ∈ Rp, where si(x) =
exp(−(x− τi)

T (x− τi)/2μ
2
i ) ∈ R with the centers τi =

[τi1, τi2, . . . , τin]
T ∈ Rn and width μi ∈ R.

Define the ideal weight matrix W ∗ as

W ∗ := arg min
W∈Rp×m

{

sup
x∈Ωx

∥
∥f(x)−WTS(x)

∥
∥
}

(2)

which is an “artificial” quantity only for analyzing. Then, the
function f(x) can be reexpressed as

f(x) = W ∗TS(x) + ε(x) (3)

where ε(x) ∈ Rm is the approximation error to satisfy ‖ε(x)‖ ≤
δ, δ is a constant.

III. MAIN RESULTS

A. Problem Formulation

The nonlinear multiagent system is described in the following:

ẋi(t) = fi(xi(t)) + ui, i = 1, 2, . . . , n (4)

where xi (t) = [xi1 (t), . . . , xim (t)]T ∈ Rm, ui = [ui1, . . . ,
uim]T ∈ Rm are the system state and control, respectively;
fi(·) ∈ Rm is the unknown continuous nonlinear dynamic func-
tion. These terms fi(·) + ui are assumed Lipschitz continuous
so that (4) has unique solution for bounded initial states. The
multiagent system (4) is stabilizable, i.e., there exist the contin-
uous control functions ui, i = 1, . . . , n, such that the system is
asymptotically stable [2].

The desired trajectory of formation movement is denoted by
a time variable xd(t) ∈ Rm, where it and its derivative ẋd(t) are
assumed bounded. The tracking errors are defined as

zi(t) = xi(t)− xd(t)− ηi, i = 1, 2, . . . , n (5)

where ηi = [ηi1, ηi2, . . . , ηim]T ∈ Rm is the relative position
between agent i and leader, which depicts the formation pattern.

Definition 1: [12] The multiagent formation control is said
to be achieved if the following equations are satisfied:

lim
t→∞‖zi(t)‖ = lim

t→∞‖xi(t)− xd(t)− ηi‖ = 0

i = 1, . . . , n.
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From (4), the following error dynamics can be generated:

żi(t) = fi(xi) + ui − ẋd(t), i = 1, . . . , n. (6)

Define the formation errors as

ei(t) =
∑

j∈Ni

aij (xi(t)− ηi − xj(t) + ηj)

+ bi (xi(t)− xd(t)− ηi) , i = 1, . . . , n. (7)

Using (5), the formation error (7) can be rewritten as

ei(t) =
∑

j∈Ni

aij(zi − zj) + bizi, i = 1, . . . , n. (8)

Remark 1: According to Lemma 2, the matrix L̃ = L+B
is a positive definite matrix. Let χ1, χ2, . . . , χn be its eigen-
vectors associated with the eigenvalues λ1, λ2, . . . , λn, then the
following inequality holds [20]:

λmin ‖e(t)‖2 ≤ zT (t)
(
L̃⊗ Im

)
z(t) ≤ λmax ‖e(t)‖2 (9)

where z(t) = [zT1 (t), . . . , z
T
n (t)]

T ∈ Rnm, e(t) = [eT1 (t), . . . ,
eTn (t)]

T ∈ Rnm, λmin and λmax is the minimal and maxi-
mal eigenvalues of matrix M = (QTΛ−1Q)⊗ Im with Q =
[χ1, χ2, . . . , χn] ∈ Rn×n and Λ = diag{λ1, λ2, . . . , λn}

The time derivative of formation error ei(t) along (6) is

ėi(t) = cifi(xi) + ciui − biẋd(t)−
∑

j∈Ni

aijfj (xj)

−
∑

j∈Ni

aijuj , i = 1, . . . , n (10)

where ci =
∑

j∈Ni
aij + bi.

Define the performance index for overall multiagent (4) as

J(e(0)) =

∫ ∞

0

r (e(τ), u(e)) dτ (11)

where r(e, u) = eT e+ uTu ∈ R with e = [eT1 , . . . , e
T
n ]

T ∈
Rnm and u = [uT

1 , . . . , u
T
n ]

T ∈ Rnm.
Definition 2: [21] The multiagent control protocols ui, i =

1, . . . , n, for (4) is said to be admissible on the set Ω denoted by
ui ∈ Ψ(Ω), if ui is continuous with ui(0) = 0, ui stabilizes (4)
on Ω, and J(e(0)) is finite.

The optimal formation problem is to find the control protocols
ui ∈ Ψ(Ω), i = 1, . . . , n, for the multiagent system (4) such that
the performance index (11) is minimized.

The Control Objective: Design the optimized formation con-
trol on the strength of a simplified RL algorithm for the non-
linear multiagent system (4), such that i) all error signals
are semi-globally uniformly ultimately bounded (SGUUB); ii)
the tracking errors zi(t), i = 1, . . . , n, convergence to desired
accuracy.

In order to achieve the control objective, the performance
index function is defined on the basis of (11) as

J(e) =

∫ ∞

t

r (e(τ), u(e)) dτ (12)

then the distributed performance function can be generated as

Ji(ei) =

∫ ∞

t

ri (ei(τ), ui(ei)) dτ, i = 1, . . . , n. (13)

where ri(ei, ui) = eTi ei + uT
i ui ∈ R. Obviously, there is the

following relationship for both index functions (12) and (13):

J(e) =

n∑

i=1

Ji(ei). (14)

Let u∗ = [u∗T
1 , . . . , u∗T

n ]T ∈ Rnm be the optimal formation
control; substituting u∗ into (12), the optimal performance index
function J∗(e) ∈ R is yielded as

J∗(e) = min
ui=1,...,n∈Ψ(Ω)

{∫ ∞

t

r(e, u)dτ

}

=

∫ ∞

t

r (e, u∗) dτ .

(15)

The optimal distributed performance index functions are

J∗
i (ei) = min

ui∈Ψ(Ω)

{∫ ∞

t

ri (ei, ui) dτ

}

=

∫ ∞

t

ri (ei, u
∗
i ) dτ,

i = 1, . . . , n (16)

where Ω is a compact set containing origin.
According to the principle of optimality, calculating time

derivative on both sides of (16), the following distributed HJB
equation can be yielded:

Hi

(

ei, u
∗
i ,
dJ∗

i

dei

)

= ri (ei, u
∗
i ) +

dJ∗
i (ei)

dt
= ‖ei‖2 + ‖u∗

i‖2 +
dJ∗

i (ei)

deTi

×
⎛

⎝cifi(xi)+ciu
∗
i−biẋd(t)−

∑

j∈Ni

aijfj (xj)−
∑

j∈Ni

aiju
∗
j

⎞

⎠

= 0,

i = 1, . . . , n (17)

where dJ∗
i (ei)
dei

∈ Rm is the gradient of J∗
i with respect to ei.

Because the right-hand side of (16) is existent and unique,
which implies that u∗

i is the unique solution of HJB equation
(17), the optimal distributed control u∗

i can be obtained by
solving ∂Hi(ei, u

∗
i ,

dJ∗
i

dei
)/∂u∗

i = 0 [22]

u∗
i = −ci

2

dJ∗
i (ei)

dei
, i = 1, . . . , n. (18)

In the optimal distributed control (18), the term dJ∗
i (ei)
dei

is re-
quired. Substituting (18) into (17) yields

‖ei‖2 + dJ∗
i (ei)

deTi

×
⎛

⎝cifi(xi)− biẋd −
∑

j∈Ni

aijfj (xj)−
∑

j∈Ni

aiju
∗
j

⎞

⎠

− c2i
4

dJ∗
i (ei)

deTi

dJ∗
i (ei)

dei
= 0

i = 1, . . . , n. (19)
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The term dJ∗
i (ei)
dei

is expected to be obtained by solving (19).
However, analytical solution of the equation is obtained diffi-
cultly due to the strong nonlinearities. Therefore, the RL-based
approximation strategy is usually considered for achieving the
optimization.

B. Simplified Reinforcement Learning Design

In order to realize the optimized leader-follower formation
control, the gradient dJ∗

i (ei)
dei

is segmented as

dJ∗
i (ei)

dei
= 2

γi
ci
ei(t) +

2

ci
fi(xi) +

1

ci
Jo
i (xi, ei),

i = 1, . . . , n (20)

where γi > 0 is a designed constant, Jo
i (xi, ei) = −2γiei(t)−

2fi(xi) + ci
dJ∗

i (ei)
dei

. Substituting (20) into (18) has

u∗
i = −γiei(t)− fi(xi)− 1

2
Jo
i (xi, ei), i = 1, . . . , n. (21)

Since the unknown terms fi(xi) and Jo
i (xi, ei) are continu-

ous, they can be approximated by NNs based on the compact set
Ω in the following form:

fi(xi) = W ∗T
fi Sfi(xi) + εfi(xi) (22)

Jo
i (xi, ei) = W ∗T

i Si(xi, ei) + εi(xi, ei)

i = 1, . . . , n (23)

where W ∗
fi ∈ Rp1×m, W ∗

i ∈ Rp2×m are the ideal NN weight
matrices;Sfi(xi) ∈ Rp1 ,Si(xi, ei) ∈ Rp2 are the basis function
vectors; p1, p2 are the neuron numbers; εfi ∈ Rp1 and εi ∈ Rp2

are the approximation errors, which are bounded by constants
δfi and δi, respectively, i.e., ‖εfi‖ ≤ δfi, ‖εi‖ ≤ δi.

Inserting (22) and (23) into (20), (21), the following results
are obtained:

dJ∗
i (ei)

dei
= 2

γi
ci
ei(t) +

2

ci
W ∗T

fi Sfi(xi) +
1

ci
W ∗T

i Si(xi, ei)

+
2εfi
ci

+
εi
ci

(24)

u∗
i = − γiei(t)−W ∗T

fi Sfi(xi)− 1

2
W ∗T

i Si(xi, ei)

− εfi − 1

2
εi, i = 1, . . . , n. (25)

However, the optimal control (25) is unavailable because the
ideal weight W ∗

fi and W ∗
i are unknown. For obtaining the avail-

able control, the identifier, critic, and actor NNs are constructed
based on (22), (24), and (25).

The following identifier is used to identify the unknown
dynamic function:

f̂i(xi) = ŴT
fi(t)Sfi(xi), i = 1, . . . , n (26)

where Ŵfi(t) ∈ Rp1×m is the identifier NN weight, and f̂(xi)
is the output. The adaptive updating law for (26) is designed as

˙̂
Wfi(t) = Γi

(
Sfi(xi)e

T
i − σiŴfi(t)

)

i = 1, . . . , n (27)

where Γi ∈ Rp1×p1 is a positive definite matrix, and σi is a
positive design constant.

The following critic is used to evaluate the control
performance:

dĴ∗
i (ei)

dei
=2

γi
ci
ei(t)+

2

ci
ŴT

fi(t)Sfi(xi)+
1

ci
ŴT

ci (t)Si (xi, ei)

i = 1, . . . , n (28)

where dĴ∗
i (ei)
dei

is the output, Ŵci(t) ∈ Rp2×m is the critic NN
weight. The critic weight updating law is designed as

˙̂
Wci(t) = −κciSi(xi, ei)S

T
i (xi, ei)Ŵci(t)

i = 1, . . . , n (29)

where κci > 0 is the critic design parameter.
The following actor is used to implement the control behavior:

ui = −γiei(t)− ŴT
fi(t)Sfi(xi)− 1

2
ŴT

ai(t)Si(xi, ei)

i = 1, . . . , n (30)

where Ŵai(t) ∈ Rp2×m is the actor NN weight. The actor
updating law is designed as

˙̂
Wai(t) = − Si(xi, ei)S

T
i (xi, ei)

(
κai

(
Ŵai(t)− Ŵci(t)

)

+κciŴci(t)
)
, i = 1, . . . , n

(31)

where κai > 0 is the actor design parameter.
Remark 2: Substituting (28), and (30) into (17), the approx-

imated HJB equation is yielded as

Hi

(

ei, ui,
dĴ∗

i

dei

)

= ‖ei‖2 +
∥
∥
∥
∥γiei(t) + ŴT

fi(t)Sfi(xi) +
1

2

×ŴT
ai(t)Si(xi, ei)

∥
∥
∥
2

−
(

2
γi
ci
ei(t) +

2

ci
ŴT

fi(t)Sfi(xi)

+
1

ci
ŴT

ci (t)Si(xi, ei)

)T
⎛

⎝γiciei(t) +
ci
2
ŴT

ai(t)Si(xi, ei)

+ ciŴ
T
fi(t)Sfi(xi)− cifi(xi)

+ biẋd(t) +
∑

j∈Ni

aijfj(xj) +
∑

j∈Ni

aiju
∗
j

⎞

⎠

i = 1, . . . , n. (32)

From the previous analysis in Sections III-A and III-B, the for-

mation control (30) is expected to satisfy Hi(ei, ui,
dĴ∗

i

dei
) → 0.

If Hi(ei, ui,
dĴ∗

i

dei
) = 0 holds, since HJB equation has the unique
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solution [22], then there is the fact

∂Hi(ei, ui,
dĴ∗

i

dei
)

∂Ŵai(t)
=

1

2
Si(xi, ei)S

T
i (xi, ei)

(
Ŵai(t)− Ŵci(t)

)

= 0p2×m ∈ Rp2×m. (33)

Define a positive function as Ψ(t) = Tr((Ŵai(t)−
Ŵci(t))

T (Ŵai(t)− Ŵci(t))); obviously, (33) is equivalent
to Ψ(t) = 0. For achieving the condition (33), then the updating
laws (29) and (31) are derived from the negative gradient of the
positive function Ψ(t). The mathematical analysis is given in
the following.

In accordance with the fact ∂Ψ(t)

∂Ŵai(t)
= − ∂Ψ(t)

∂Ŵci(t)
=

2(Ŵai(t)− Ŵci(t)), calculating the time derivative of Ψ(t)
along (29) and (31) has

Ψ̇(t) = Tr

(
∂Ψ(t)

∂ŴT
ai(t)

˙̂
Wai(t) +

∂Ψ(t)

∂ŴT
ci (t)

˙̂
Wci(t)

)

= Tr

(

− ∂Ψ(t)

∂ŴT
ai(t)

Si(xi, ei)S
T
i (xi, ei)

×
(
κai

(
Ŵai(t)− Ŵci(t)

)
+ κciŴci(t)

)

+κci
∂Ψ(t)

∂ŴT
ai(t)

Si(xi, ei)S
T
i (xi, ei)Ŵci(t)

)

= − κai

2
Tr

(
∂Ψ(t)

∂ŴT
ai(t)

Si(xi, ei)S
T
i (xi, ei)

∂Ψ(t)

∂Ŵai(t)

)

≤ 0. (34)

The above inequality (34) implies that the RL updating laws
(29) and (31) can guarantee that (33) is held finally so that the
approximated HJB can converge to zero. The main advantages
for the designed idea are that 1) RL is significantly simple in
comparison with existing optimal methods, such as [2], [6]–
[9], [19], [21]; 2) the requirement of persistence excitation is
removed. �

C. Stability Analysis

Lemma 3: [23] Give a continuous function G(t) ∈ R satis-
fying Ġ(t) ≤ −αG(t) + β, where α, β > 0 are two constants,
then there is the following one:

G(t) ≤ e−αtG(0) +
β

α

(
1− e−αt

)
. (35)

Theorem 1: Consider the multiagent system (4) with
bounded initial conditions. If the optimized formation control is
performed by the simplified RL algorithm of identifier–critic–
actor architecture, where identifier, critic, and actor are given by
(26), (28), and (30) with the updating laws (27), (29) and (31),
respectively. The design parameters γi, κai, and κci are chosen
satisfying the following conditions:

γi > 1, κai >
1

2
, κai > κci >

1

2
κai. (36)

Then, the following control objective can be achieved by choos-
ing appropriate design parameters:

1) All error signals are SGUUB.
2) The tracking error zi(t) convergence to desired accuracy.
Proof: 1) Choose the following Lyapunov function

candidate:

V (t) =
1

2
zT (t)

(
L̃⊗ Im

)
z(t)

+
1

2

n∑

i=1

(
Tr

{
W̃T

fi(t)Γ
−1
i W̃fi(t)

}

+
1

2

n∑

i=1

Tr
{
W̃T

ci (t)W̃ci(t)
}

+
1

2

n∑

i=1

Tr
{
W̃T

ai(t)W̃ai(t)
}

(37)

where z = [zT1 , . . . , z
T
n ]

T , W̃fi(t) = Ŵfi(t)−W ∗
fi, W̃ai(t) =

Ŵai(t)−W ∗
i , W̃ci(t) = Ŵci(t)−W ∗

i .
Calculating time derivative along (6), (27), (29), and (31) has

V̇ (t) =

n∑

i=1

eTi (t) (fi(xi)− ẋd(t) + ui)

+

n∑

i=1

Tr
{
W̃T

fi(t)
(
Sfi(xi)ei − σiŴfi(t)

)}

−
n∑

i=1

κciTr
{
W̃T

ci (t)Si(xi, ei)S
T
i (xi, ei)Ŵci(t)

}

−
n∑

i=1

Tr
{
W̃T

ai(t)Si(xi, e
T
i )S

T
i (xi, ei)

×
(
κai

(
Ŵai(t)−Ŵci(t)

)
+κciŴci(t)

)}
.

(38)

Substituting (22) and (30) into (38) yields

V̇ (t) =

n∑

i=1

eTi (t)

×
(

−γiei(t)− W̃T
fi(t)Sfi(xi)

− 1

2
ŴT

ai(t)Si(xi, ei)− ẋd(t) + εfi

)

+

n∑

i=1

Tr
{
W̃T

fi(t)
(
Sfi(xi)e

T
i − σiŴfi(t)

)}

−
n∑

i=1

κciTr
{
W̃T

ci (t)Si(xi, ei)S
T
i (xi, ei)Ŵci(t)

}

−
n∑

i=1

Tr
{
W̃T

ai(t) Si(xi, ei)S
T
i (xi, ei)

×
(
κai

(
Ŵai(t)− Ŵci(t)

)
+κciŴci(t)

)}
. (39)
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According to the property of trace operator Tr{abT } = aT b =
bTa, where a, b ∈ Rn, equation (39) can become the following
one:

V̇ (t) =
n∑

i=1

(

−γi ‖ei(t)‖2 − 1

2
eTi (t)Ŵ

T
ai(t)Si(xi, ei)

− eTi (t)ẋd(t) + eTi (t)εfi

)

−
n∑

i=1

Tr
{
σiW̃

T
fi(t)Ŵfi(t)

}

−
n∑

i=1

κciTr
{
W̃T

ci (t)Si(xi, ei)S
T
i (xi, ei)Ŵci(t)

}

−
n∑

i=1

κaiTr
{
W̃T

ai(t)Si(xi, ei)S
T
i (xi, ei)Ŵai(t)

}

+

n∑

i=1

(κai − κci)Tr
{
W̃T

ai(t)Si(xi, ei)

×ST
i (xi, ei)Ŵci(t)

}
. (40)

According to Cauchy–Schwartz inequality, (xT y)2 ≤
‖x‖2‖y‖2, where x, y ∈ Rn, and Young’s inequality,
ab ≤ 1

2a
2 + 1

2b
2, where a, b ∈ R, there are the following

facts:

−eTi (t)ẋd(t) ≤ 1

2
‖ei(t)‖2 + 1

2
‖ẋd‖2

eTi (t)εfi ≤
1

2
‖ei(t)‖2 + 1

2
δ2fi

−1

2
eTi (t)Ŵ

T
ai(t)Si(xi, ei) ≤ 1

4
‖ei(t)‖2

+
1

4
Tr

{
ŴT

ai(t)Si(xi, ei)S
T
i (xi, ei)Ŵai(t)

}
. (41)

Inserting inequaly (41) into (40) has

V̇ (t)

≤ −
n∑

i=1

(γi − 2) ‖ei‖2 −
n∑

i=1

Tr
{
σiW̃

T
fi(t)Ŵfi(t)

}

−
n∑

i=1

κciTr
{
W̃T

ci (t)Si(xi, ei)S
T
i (xi, ei)Ŵci(t)

}

−
n∑

i=1

κaiTr
{
W̃T

ai(t)Si(xi, ei)S
T
i (xi, ei)Ŵai(t)

}

+

n∑

i=1

(κai − κci)Tr
{
W̃T

ai(t)Si(xi, ei)S
T
i (xi, ei)Ŵ

T
ci (t)

}

+

n∑

i=1

1

4
Tr

{
ŴT

ai(t)Si(xi, ei)S
T
i (xi, ei)Ŵai(t)

}

+
1

2

n∑

i=1

δ2fi +
n

2
‖ẋd‖2 . (42)

Based on the facts W̃fi,ai,ci(t) = Ŵfi,ai,ci(t)−W ∗
fi,i,i, the

following equations can be held:

Tr
{
W̃T

fi(t)Ŵfi(t)
}
=

1

2
Tr

{
W̃T

fi(t)W̃fi(t)
}

+
1

2
Tr

{
ŴT

fi(t)Ŵfi(t)
}
− 1

2
Tr

{
W ∗T

fi W
∗
fi

}
(43)

Tr
{
W̃T

ci (t)Si(xi, ei)S
T
i (xi, ei)Ŵci(t)

}

=
1

2
Tr

{
W̃T

ci (t)Si(xi, ei)S
T
i (xi, ei)W̃ci(t)

}

+
1

2
Tr

{
ŴT

ci (t)Si(xi, ei)S
T
i (xi, ei)Ŵci(t)

}

− 1

2
Tr

{
W ∗T

i Si(xi, ei)S
T
i (xi, ei)W

∗
i

}
(44)

Tr
{
W̃T

ai(t)Si(xi, ei)S
T
i (xi, ei)Ŵai(t)

}

=
1

2
Tr

{
W̃T

ai(t)Si(xi, ei)S
T
i (xi, ei)W̃ai(t)

}

+
1

2
Tr

{
ŴT

ai(t)Si(xi, ei)S
T
i (xi, ei)Ŵai(t)

}

− 1

2
Tr

{
W ∗T

i Si(xi, ei)S
T
i (xi, ei)W

∗
i

}
(45)

and, based on condition (36), the following fact can be directly
obtained:

(κai − κci)Tr
{
W̃T

ai(t)Si(xi, ei)S
T
i (xi, ei)Ŵci(t)

}

≤ κai − κci

2
Tr

{
W̃T

ai(t)Si(xi, ei)S
T
i (xi, ei)W̃ai(t)

}

+
κai − κci

2
Tr

{
ŴT

ci (t)Si(xi, ei)S
T
i (xi, ei)Ŵci(t)

}
.

(46)

Substituting (43)–(46) into (42) yields

V̇ (t)

≤ −
n∑

i=1

(γi−2)‖ei‖2−
n∑

i=1

Tr

{
σi

2λ
Γ−1
i

max

W̃T
fi(t)Γ

−1
i W̃fi(t)

}

−
n∑

i=1

κci

2
Tr

{
W̃T

ci (t)Si(xi, ei)S
T
i (xi, ei)W̃ci(t)

}

−
n∑

i=1

κci

2
Tr

{
W̃T

ai(t)Si(xi, ei)S
T
i (xi, ei)W̃ai(t)

}

−
n∑

i=1

(
κci − κai

2

)
Tr

{
ŴT

ci (t)Si(xi, ei)S
T
i (xi, ei)Ŵci(t)

}

−
n∑

i=1

(
κai

2
− 1

4

)

Tr
{
ŴT

ai(t)Si(xi, ei)S
T
i (xi, ei)Ŵai(t)

}
+τ(t).

(47)

where λ
Γ−1
i

max is the maximal eigenvalue of Γ−1
i , τ(t) =

n
2 ‖ ẋd(t) ‖2 + 1

2

∑n
i=1 δ2fi + 1

2

∑n
i=1 σiTr{W ∗T

fi W
∗
fi} +

∑n
i=1(

κai

2 + κci

2 )Tr{W ∗
i Si(xi, ei)S

T
i (xi, ei)W

∗
i }, which can
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be bounded by a constant β, i.e., ‖τ(t)‖ ≤ β, because all of its
terms are bounded.

Let γ = mini=1,...,n{2(γi − 2)}, σ = mini=1,...,n{ σi

λ
Γ−1
i

max

},

κ = mini=1,...,n{κciλ
si
min}, where λ

Γ−1
i

max is the maximal eigen-
value of matrix Γ−1

i , λ
si
min is the minimal eigenvalue of

Si(xi, ei)S
T
i (xi, ei); based on condition (36), inequality (47)

can be rewritten as

V̇ (t) ≤ − γ

2

n∑

i=1

‖ei(t)‖2 − σ

2

n∑

i=1

Tr
{
W̃T

fi(t)Γ
−1
i W̃fi(t)

}

− κ

2

n∑

i=1

Tr
{
W̃T

ai(t)W̃ai(t)
}

− κ

2

n∑

i=1

Tr
{
W̃T

ci (t)W̃ci(t)
}
+ β. (48)

According to (9) (in Remark 1), (48) becomes the following one:

V̇ (t) ≤ − γ

2λmax
zT (t)

(
L̃⊗ Im

)
z(t)

− σ

2

n∑

i=1

Tr
{
W̃T

fi(t)Γ
−1
i W̃fi(t)

}

− κ

2

n∑

i=1

Tr
{
W̃T

ci (t)W̃ci(t)
}

− κ

2

n∑

i=1

Tr
{
W̃T

ai(t)W̃ai(t)
}
+ β. (49)

Further, let α = min{ γ
λmax

, σ, κ}, (49) becomes the following
one:

V̇ (t) ≤ −αV (t) + β. (50)

Applying Lemma 3, the following inequality can be held:

V (t) ≤ e−αtV (0) +
β

α

(
1− e−αt

)
. (51)

The above inequality means that all error signals zi(t), W̃ci(t),
W̃ai(t) i = 1, . . . , n are SGUUB, and implies that the tracking
errors zi, i = 1, . . . , n, can converge to the desired accuracy by
making γi, i = 1, . . . , n, large enough. �

IV. SIMULATION EXAMPLE

A numerical multiagent formation is carried out by using the
proposed optimized control. In this example, the multiagent sys-
tem is consisted of four agents moving on the two-dimensional
(2-D) plane. The multiagent dynamic is described in the follow-
ing:

ẋi(t) = −αixi(t)−
[
0.5xi1 cos

2(βixi1)

xi2 − sin2(βixi2)

]

+ ui

i = 1, 2, 3, 4 (52)

where αi=1,2,3,4 = −0.7, 0.1,−0.5, 0.1, and βi=1,2,3,4 =
0.5, 0.4,−5.5,−11.5, respectively. The initial positions

Fig. 1. Multiagent formation performance.

are xi=1,2,3,4(0) = [5, 5]T , [−5, 4]T , [5,−3]T , [−4,−5]T ,
respectively.

The desired formation trajectory is given as xd(t) =
[3 cos(0.5t), 2 cos(0.7t)]T , and its initial positions are xd(0) =
[0, 0]T . The formation patterns are depicted by ηi=1,2,3,4 =
[4; 4], [−4; 4], [4;−4], [−4;−4].

The adjacency matrix describing the communication among
agents is

A =

⎡

⎢
⎢
⎣

0 1 0 0
1 0 1 0
0 1 0 1
0 0 1 0

⎤

⎥
⎥
⎦ .

The communication weights for agents and leader is
B = diag{1, 0, 0, 0}.

For identifier (26) with the initial position f̂1(0) =

[4, 3]T , f̂2(0)=[−4, 7]T , f̂3(0)=[5,−4]T , f̂4(0)=[−5,−4]T ,
the NN is designed to contain 24 nodes with centers μi evenly
spaced in the range [−6, 6] with the width μi = 1. Then,
the design parameters for the updating laws (27) are chosen
as Γi=1,2,3,4 = diag{0.4, . . . , 0.4

︸ ︷︷ ︸
24

}, σi=1,2,3,4 = 0.6, and the

initial values are Ŵf1(0) = Ŵf2(0) = Ŵf3(0) = Ŵf4(0) =
[0.1]24×2.

In accordance with the control conditions (36), the design
parameters for the optimized formation control are chosen as
γi=1,2,3,4 = 40. The NNs for critic and actor are designed to
have 12 nodes, and the centers μi are also evenly spaced in
the range [−6, 6]. For critic updating laws (29), the design
parameters are chosen as κc1,c2,c3,c4 = 4, and the initial val-
ues are Ŵc1(0) = [0.92]12×2, Ŵc2(0) = [0.94]12×2, Ŵc3(0) =
[0.95]12×2, Ŵc4(0) = [0.96]12×2. For actor updating laws (31),
the design parameters are chosen as κa1,a2,a3,a4 = 6, and the
initial values are Ŵa1(0) = [0.90]12×2, Ŵa2(0) = [0.91]12×2,
Ŵa3(0) = [0.90]12×2, Ŵa4(0) = [0.91]12×2.

Figs. 1–8 show the simulation results. Fig. 1 shows that the
proposed control approach can achieve the desired multiagent
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Fig. 2. Tracking error ‖zi‖, i = 1, 2, 3, 4.

Fig. 3. Norm ‖Wfi‖, i = 1, 2, 3, 4, of identifier NN weight.

Fig. 4. Norm ‖Wai‖, i = 1, 2, 3, 4, of critic NN weight.

Fig. 5. Norm ‖Wci‖, i = 1, 2, 3, 4, of actor NN weight.

Fig. 6. Cost function ri = eTi ei + uT
i ui, i = 1, 2, 3, 4.

Fig. 7. Formation performances concerning the two methods of the
article and ref. [19].
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Fig. 8. Two total cost functions r = r1 + r2 + r3 + r4.

formation, and Fig. 2 shows the tracking error to be convergent.
From Figs. 3 to 5, identifier, critic, and actor NN weights can
be guaranteed to be bounded. Fig. 6 shows the cost functions.
Figs. 7 and 8 show a comparison with the method of ref. [19].
Obviously, with the same control performance, the proposed
method consumes less control resources than the method of
ref. [19]. The simulation results further demonstrate that the
proposed optimized formation scheme can realize the desired
control objective.

V. CONCLUSION

In this article, a simplified optimized control scheme was first
proposed by performing leader-follower formation control to a
class of nonlinear multiagent systems with unknown dynam-
ics. For the control scheme, NN-based RL was constructed in
identifier–critic–actor architecture, where identifier was used for
approximating the unknown dynamic functions, critic was used
for evaluating control performance and giving feedback of the
evaluation to actor, and actor was used for carrying out control
behaviors. For the sake of simplifying RL algorithm, the RL up-
dating laws were derived from the negative gradient of a simple
positive function. By using the simplified optimizing scheme, the
assumption of persistence excitation required in most optimal
schemes was released. Based on Lyapunov stability analysis,
it is proven that the control objective can be realized and the
desired control performance can be arrived. Simulation results
further demonstrate the effectiveness of the proposed control
approach.
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